Translationese in the Parallel Bible Corpus: Evaluating Extracted Word
Order Features from Translated Texts

Typological databases such as WALS (Dryer and
Haspelmath, 2013) and GramBank (Skirgard et al.,
2023) typically present a categorical, often binary
view of linguistic variation. Dividing languages
into discrete typological categories invariably in-
volves some degree of data reduction, which is
problematic for features which exhibit non-bimodal
distributions (Wilchli, 2009). Recent work (such
as Levshina et al., 2023) has argued that a shift
to gradient representation of such features would
provide a more informative and accurate picture of
actual cross- and intra-linguistic variation. Continu-
ous representations are also preferrable when using
typological data to inform multilingual language
models and for other typologically informed NLP
applications (Ponti et al., 2019).

Both Ponti et al. (2019) and Levshina et al.
(2023) suggest extracting these gradient represen-
tations from parallel texts. The largest presently
available parallel texts, such as the parallel Bible
corpus (Mayer and Cysouw, 2014), contain text
in a greater number of languages than are repre-
sented for many features in typological databases.
Sentence- and word-level alignments also allow for
counts of specific constructions to be computed au-
tomatically. Ostling and Kurfali (2023) apply this
approach to data from the parallel Bible corpus in
1295 languages, and calculate token-level statistics
for a number of syntactic features. The resulting
gradient representations display a high degree of
agreement with WALS data (when binarized), and
capture a greater degree of intra-linguistic variation
than the corresponding binary WALS features.

An important caveat of working with parallel
texts like the Bible corpus is their translational na-
ture, and in turn the potential effects of translational
artefacts or "translationese" (Gellerstam, 1986). In
addition to some general lexical and syntactic prop-
erties particular to translated texts, source language
interference can be strong enough that source lan-
guage phylogeny may be reconstructed just from

a monolingual corpus of translated texts with dif-
ferent source languages (Rabinovich et al., 2017).
Although Levshina et al. (2023) do not find any
prominent impact of translationese when compar-
ing gradient word order features extracted from
translated texts in a parallel corpus to those ex-
tracted from original texts, they highlight the need
for further investigation specifically for translations
into low-resource languages.

We therefore aim to conduct an analysis of trans-
lationese effects on automatically extracted gradi-
ent word order features in as many languages as
possible, exploiting the uniquely broad typological
coverage of the parallel Bible corpus.

In our first approach, we apply Levshina et al.’s
(2023) comparative method to a number of word
order features, for all languages with sufficient data
available in both the Bible corpus and Universal
Dependencies (Nivre et al., 2020) treebanks. Pre-
liminary findings show that for most analyzed de-
pendencies, the counts extracted from Bible texts
through annotation projection generally align well
with those extracted from original UD texts.

As this method relies on dependency anno-
tated original texts (which only exist for rela-
tively few languages), a second approach is em-
ployed to investigate source language interference
in a broader language sample, making use of
source-and-translation text pairs in the Bible cor-
pus. For a number of word order features, auto-
matic document- and verse-level comparisons are
made between each analyzed Bible translation and
its respective source text; unexpectedly high levels
of agreement in extracted word order preference
between a given translation and its source text in
a typologically distant language could indicate the
presence of source language artefacts in the trans-
lated text.
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