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Linguists have long speculated that some aspects of language structure are more prone to borrowing than
others. Morphology is thought to be more resistant to contact than syntax and phonology (Nichols, 1992),
though this may only hold for specific morphological features (Greenhill et al., 2010; Dunn et al., 2011). The
mechanisms which cause this kind of variation, and how universal it is across families and areas, remains
to be understood. This is complicated by the fact that understanding stability requires an understanding of
language contact and replacement due to language-internal and external factors (Nichols, 2017).

Computational methods provide a promising way to tackle this question. Bayesian phylogenetic methods
have already provided valuable insights into this topic, elucidating how stable structural features are within
language lineages (Dediu and Cysouw, 2013; Dediu and Levinson, 2012; Dunn et al., 2011). Some methods
incorporate the geographical locations of languages in order to control for and quantify the effect of lan-
guage contact on aspects of language structure, which is a promising direction for understanding the related
mechanisms that lead to structural stability in a language (Dediu and Levinson, 2012; Kauhanen et al., 2018;
Murawaki and Yamauchi, 2018, for example).

The present study takes a new approach to the question of feature diffusibility using a Bayesian spatial
model. The goal of this method is to infer the range within which different types of linguistic features show
areal convergence, as well as the strength of that convergence. This will showwhether some features aremore
prone to diffusion than others, providing an insight into the stability of features within different linguistic
domains which could be useful for quantitative work on language phylogenetics. Additionally, it could shed
light on past migrations and contact networks.

A limitation of the method is that it is computationally intensive, hence the present study will be a case
study including all the languages of Africa for which sufficient data is available. As well as inferring the
geographical range of different aspects of language structure within Africa, the model can also be used to
find areas where languages have had particularly intensive or long-term contact with each other. Some of
the areas that might be found include the Macro-Sudan belt, as described by Güldemann (2008, 2018), and the
Rift Valley in Tanzania (Kießling, Mous, and Nurse, 2007).

This paper draws on previous work by Guzmán Naranjo and Mertner (2022) and Guzmán Naranjo, Mert-
ner, and Urban (2023). This model builds onmultivAreate, the model presented by Guzmán Naranjo, Mertner,
and Urban (2023), which can control for phylogenetic relationships between languages and inter-feature cor-
relations while inferring the areal signal of linguistic features. It can also impute missing data and incorporate
information about feature universality using priors, a set of innovations also found in Ranacher et al. (2021).
Unlike multivAreate, this model does not assume linguistic features to be spatially independent. They are
assigned to one of the following groups: phonology, word order, nominal categories, and verbal categories.
Each group is modelled using a single latent Gaussian process (GP). This means that information about the
range and strength of the spatial signal is shared within groups, but not across them. Thus, systematic vari-
ation in the diffusibility of phonological features, word order, nominal categories, and verbal categories can
be explored.

The phonological data is acquired from PHOIBLE (Moran and McCloy, 2019). For the morphosyntactic
data, features fromGrambank (Skirgård et al., 2023b,a) and a database based onWALS (Dryer andHaspelmath,
2013), curated by Mark Donohue (pers. comm), are used (Kalyan and Donohue, 2023). The model is coded in
Stan (Carpenter et al., 2017) and and run in R. Results will be presented with reference to current literature,
and some limitations and future prospects of the method will be discussed.
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